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Abstract

Multimedia applications such as video conference, digital video broadcasting (DVB),
and streaming video and audio have been gaining popularity during last years and
the trend has been to allocate these services more and more also on mobile users.
The demand of Quality of Service (QoS) for multimedia raises huge challenges on
the network design, not only concerning the physical bandwidth but also the pro-
tocol design and services. One of the goals for system design is to provide efficient
solutions for adaptive multimedia transmission over different access networks in all-
IP environment. The joint source and channel coding (JSCC/D) has already given
promising results in optimizing the multimedia transmission. However in practice,
arranging the required control mechanism and delivering the required side infor-
mation through network and protocol stack have caused problems and quite often
the impact of network has been neglected in studies. In this paper we propose ef-
ficient cross-layer communication methods and protocol architecture in order to
transmit the control information and to optimize the multimedia transmission over
wireless and wired IP network. We also apply this architecture to a more specific
case of streaming of scalable video stream. The scalable video coding has been an
active research topic recently and it offers simple and flexible solutions for video
transmission over heterogeneous networks to heterogeneous terminals. In addition
it provides easy adaptation to varying transmission conditions. In this paper we
illustrate how the scalable video transmission can be improved with efficient use of
proposed cross-layer design, adaptation mechanisms and control information.
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1 Introduction

The evolution of wireless telecommunication systems can be divided into short
term and long term evolution towards a global and integrated system, which
will meet the requirements of both users and industrial world, and which could
make efficiently use of emerging technologies. The expectations of evolution,
whether called as short term i.e. increasing the bandwidth with new radio and
access technologies or as longer term i.e. co-operative, converging networks are
in the end very similar in many ways. For end-user side the expectations of
the future system include for example the good service quality and improved
quality of experience (QoE), easy access to applications and services, improved
usability of services, enhanced security and reasonable cost. Similarly on the
service and network provider side minimizing the operational and capital ex-
penditures by easy quality of service provisioning and network/security man-
agement, flexibility of configuration and reconfigurability of the system and
maximization of the network capacity are the expected values. Fulfilling these
expectations will be a challenging task for system designers, who are aim-
ing at producing flexible next generation wireless systems that interconnect,
in a transparent way, a multitude of heterogeneous networks and systems.
Optimal allocation of system and application resources can be achieved with
the co-operative optimization of communication system components in differ-
ent layers, and this is in particular the case for multimedia processing and
transmission. The increased amount of the wireless network components in
the whole transmission system and the demand of better QoS and QoE are
guiding the work to more optimized co-operation of different elements in the
whole multimedia system.

Traditionally, the two encoding operations of compression and error correc-
tion are separated from each other, following Shannon’s well-known separation
theorem [1], which states that source coding and channel coding can, asymp-
totically with the length of the source data, be designed separately without
any loss of performance for the overall system. However, it has been shown
that separation does not necessarily lead to the less complex solution [2] and
separation is not either always applicable [3], especially for multimedia trans-
mission. Thus the JSCC/D techniques that include a co-ordination between
source and channel encoders have been recently investigated, and techniques
have been developed [4-6] to improve both encoding and decoding processes
while keeping the overall complexity at an acceptable level [7].

In order to benefit from joint source channel coding in real systems, control
information needs to be transferred through the network and system layers.
Unfortunately, the impact of the network and networking protocols are quite
often discarded while presenting the joint source and channel coding systems
and only minimal effort is put into finding solutions for providing efficient



inter-layer and network signaling mechanisms. Some work has however carried
out in order to provide cross-layer protection strategies for video streaming
over wireless network, such as combining the adaptive selection of applica-
tion forward error correction (FEC) and medium access control (MAC) layer
automatic repeat request (ARQ) as presented in [8,9].

There are already some mechanisms in use for generic information exchange
between the different system layers, as the quality of service (QoS) features,
namely Differentiated Services (DiffServ) [17] and Integrated Services (IntServ),
which provide means for an application to reserve resources and specific ser-
vice level from the interconnecting IP network by mapping the application
requirement at network protocol level. Another example of the inter-layer sig-
naling can be found from ITEEE 802.11e standard where the QoS provisioning
is performed between the application and the medium access layers.

The QoS information consisting of the IP packet priorities, to drop them se-
lectively, is not alone sufficient as an optimization method for multimedia
transmission.More detailed information needs to be delivered in order to fully
optimize the end-to-end transmission in a cross-layer manner. Some of the
possible methods to arrange the control information delivery between physical
and application layer for are discussed for example in [10], which describes the
use of two additional adaptation layers in protocol stack, in order to transmit
cross-layer information within protocol stack and through the network. An-
other possible solution for transferring the required controlling information is
to extend the current protocols such as Internet Protocol version 6 (IPv6) or
Internet Control Message Protocol version 6 (ICMPv6) through the definition
of new options and message types.

The presented solutions are potential candidates for transferring the control in-
formation through both wired and wireless network but they do not solve fully
the problem of transferring control information through protocol layers from
application layer to physical layer and vice versa. Furthermore they do not
propose solutions to use this information for end-to-end optimization, which
requires to take into account all protocol layers and particularly applications.

Within multimedia applications, scalable video coding has gained a lot of at-
tention recently from both researchers and standardization committees [11].
The scalability has been a part of several recent video coding standards (e.g.
MPEG-2, MPEG-4, H.263+) but it has not reach a wide popularity in the
industry mainly because of poor compression perfomance. Currently, a new
scalable video coding standard is under standardization process by Joint Video
Team (JVT) and it provides comparable compression efficiency and flexible
3-D scalability [12]. The layered structure of the scalable video stream and
different priorities among the layers support the usage of unequal error pro-
tection (UEP) [13,14] techniques and prioritization of layers on network level



e.g. using Differentiated Services (DiffServ) [15]. Combination of scalable video
and different cross-layer solutions have been studied in several papers for ex-
ample in [16], where end-to-end transmission control protocols and congestion
control for scalable video has been studied. In [8], combining of the adaptive
selection of application FEC and MAC layer ARQ together with scalable video
has been studied.

In this paper we introduce the innovative IST-PHOENIX cross-layer architec-
ture, which considers not only the joint optimization of source and channel
coding, but also includes the interconnecting network in more detail than in
previous works. One of the originality of this paper is the definition of the
needed cross-layer information and the solutions how this information can be
delivered and utilized on different system layers within the system architec-
ture defined in Chapter 2. In Chapter 3 we describe the methods to optimize
multimedia transmission in network level, and the mechanisms for transfer-
ring transparently the control information through the network and within the
protocol stack. In Chapter 4 we concentrate in more detail on optimization of
scalable video transmission in PHOENIX architecture and we present some
examples how the proposed cross-layer information can be utilized to adapt
scalable video according the varying transmission conditions.

2 PHOENIX System Architecture

Fig. 1 represents the overall system architecture, including the informative
signals and control signals for transmitting cross-layer control information
through the system in order to implement efficient adaptation techniques such
as unequal error protection (UEP) and soft input source decoding schemes.
The system utilizes several new control lines for control signal delivery and
application and physical layer controller units in a way that those are also
exploitable in cross-layer communication.

The PHOENIX system consist of routers and nodes using both wireless and
wired connection on network side. In our application scenarios we have as-
sumed the last hop in the network as an error-prone wireless channel in order
to demonstrate the possible mobile user case and to benefit from particular
control signals (e.g. source a-posteriori and decision reliability information).

In addition to traditional system blocks, the architecture includes both physi-
cal and application layer controller units. Controllers are used for supervising
the other components to adapt to changing conditions by providing them in-
formation about network and channel conditions and user requirements. For
the controlling purpose, we have defined signaling mechanisms for both trans-
mitter and receiver side.



The following cross-layer control information have been considered to be the
most relevant in our system:

Source significant information (SSI);
Source a-priori information (SRI);
Channel state information (CSI);
Network state information (NSI).
Decision reliability information (DRI);
Source a-posteriori information (SAI);

2.1 Required Cross-Layer Signals

The source significant information (SSI) is generated by the source coder and
it represents the information on the sensitivity of source bits to channel errors.
The SSI can be exploited by UEP techniques and it needs to be synchronized
with payload. Due to strict relation to the media stream, the transmission
of SSI signals provides a significant challenge to the interlaying network and
protocol communications.

The source a-priori information (SRI) is produced by the source encoder and
used by the destination source decoder. The SRI information is any informa-
tion that the decoder can utilize for improving the QoS and possibly helping
the soft decoding e.g. type of video or variable length code (VLC) size. The
SRI is synchronized with the associated video stream, more and more in rela-
tion of its accuracy, and it is generated by and targeted to the same JSCC/D
devices as SSI. However, the amount of delivered SRI information is lower
than SSI information.

The channel state information (CSI) delivers the actual conditions of each
wireless channel through which the media stream is directed. The CSI signals
go in the reverse path with respect to the video data packets, hence it is not
strictly synchronized with them. Furthermore, the CSI frequency should be
much lower than the packet rate to be considered almost negligible in terms
of additional overhead.

The network state information (NSI) reports about the availability of network
resources across the data path. Such information can be represented by the
QoS performance parameters such as delay, delay-variation (jitter) and packet
loss. NSI can be effectively exploited at the source encoder to better tune the
amount of the generated rate and coding parameters in general, as well as
at each radio transmitter node. The NSI information goes towards the source
terminal and it is not synchronized with the media stream. However, the NSI
reports must be frequently updated and thus an automatic scaling mechanism
with respect to the number of destination terminals is required in order to



well accomplish even large multicast sessions without significantly loading the
network, especially in the uplink direction.

The decision reliability information (DRI) provides further elements related
to the channel decoding process. It is based on the concept of “soft” decision,
where the final result about the value of a bit is not simply either 0 or 1, but
also the level of certainty or soft value of it. This implies that the size of DRI
can be bigger than the data itself. The DRI is generated by radio receiver and
used by the destination terminal in order to better tune the source decoding
process and hence improve the resulting QoS. In practice the DRI will be
limited to the last wireless hop in order to avoid the complexity of network
and reduce the signalling load.

The source a-posteriori information (SAI) results from the analysis of the
decoding process of the video stream. It is generated by the client terminal
side source decoder and exploited at the radio receiver to set the working
parameters of the channel decoder and demodulator module. The SAI travels
in the direction from the destination terminal(s) to the source terminal and it
is not strictly synchronized with the video data packets.

In the wired part of system the cross-layer signals related to source and chan-
nel decoding process are not needed. The NSI information and also the CSI
information can be used in the wired part of the network to enhance the con-
gestion control and congestion notification in the network. It is also possible
to utilize the SSI information for QoS provisioning at media-aware network
elements.

3 PHOENIX Network Architecture

A central concept of the cross-layer system is the Network Transparency and
cross-layer information exchange, but also modifications at protocol level are
required in order to increase the overall performance of the multimedia trans-
mission system. The Network Transparency expresses the abstract idea of
making the underlying network infrastructure almost invisible to all the enti-
ties involved in the system. The primary goal of Network Transparency is to
transfer cross-layer control information through the IP network, in a trans-
parent manner, in spite of strict rules of ISO OSI reference model.



3.1 Transport and Network Layer Solutions

On the network level, only the IPv6 is matter of interest in PHOENIX cross-
layer architecture due to its improved routing capabilities, scalability, header
structure and support of QoS compared to IPv4. The IPv6 does not imple-
ment natively protocol checksum, thus the upper layer checksum mechanism
becomes mandatory. Since the PHOENIX system supports bit error resilient
audio/video encoders, the transport protocol checksum would not be needed
for whole data frame, and thus for multimedia data it is rational to prefer
partial checksum over full checksum mechanism. With partial checksum only
the important parts such as packet headers are protected, while the payload
can be left unprotected.

Several different protocols supporting the partial checksum, such as UDP-
Lite [19] and Datagram Congestion Control Protocol (DCCP) [20] have been
developed in order to enhance the video transmission by maximizing the end-
to-end throughput. The standard practice for implementing the partial check-
sum is to set fixed value for the checksum length. However, the audio/video
streams can consist of different amount of important data, which should be
protected. and the cross-layer system should be able to control and change
the length of protecting checksum area when necessary. Thus, the PHOENIX
architecture support Real-time Transport Protocol (RTP) over UDP-Lite mul-
timedia transmission with dynamic partial checksum coverage.

The main results concerning Network Transparency for a single PHOENIX
cross-layer-compliant video flow are summarized in the Table 1. For each con-
trol and signal information the most suitable way to carry it, together with the
related overhead are presented. The transmission mechanisms for PHOENIX
system were analyzed based on the overhead caused by the transmission and
the required synchronization with the video stream. For the SSI control signals
two different solutions can be used. Although the IPv6-hop-by-hop header pro-
vides tolerable overhead (only a few kilobytes per second) for SSI, it is more
feasible to use RTP with scalable video coding since the RTP payload for
scalable extension of H.264/AVC includes already the SSI information as de-
scribed in Chapter 4. The SRI can also utilize the IPv6-hop-by-hop header.
The ICMPv6 has been selected for the NSI and CSI transmitting over the net-
work and for NSI also the RTP control protocol (RTCP) is usable. The DRI
and SAI, which are utilized and generated at receiver can cause high band-
width consumption, thus these signals are feasible only for receiver, which is
connected directly to the wireless network.

The aforementioned transmission mechanisms comply with the standard pro-
tocol solutions and thus some of the signals, such as NSI, SSI and CSI could
be utilized at any media-aware network element. Also, the standard solution



does not incure any additional overhead in transmission and the transmis-
sion overhead caused by the headers can be minimized with standard header
compression mechanisms. However, since the SSI and SRI information need
to be synchronized strictly with the video payload, we have also considered
to generate an extra header for the video payload. The proposed extra header
for ciphering information, SRI and SSI signal information as well as for quan-
tization is illustrated in Fig. 2.

The header consist of ciphering initialization vector (Cipher key) and informa-
tion whether frame is ciphered of not (Cipher flag). The extra header carries
also the video header size, video format, number of reference frames and frame
type in the SRI fields. The rest of the header fields are reserved for the SSI
information (the number of SSI classes and the rate and length for each class)
and for the number of quantization bits. In order to minimize the transmis-
sion overhead caused by the extra header, the maximum total size of the
extra header is reduced to 12 bytes, which implies the use of maximum of 3
SSI classes per frame. In order to avoid transmission overhead in wireless chan-
nel and to improve the robustness to errors, we have implemented the robust
header compression (RoHC) [21] with the corresponding protocol profiles.

3.2 Medium Access Control Partial Checksum Mechanism

Traditionally in TCP/IP networking the robustness of the system is guar-
anteed with effective protocol checksum mechanisms. Especially the protocol
headers should be always protected efficiently in order to avoid severe system-
wide failures. However, with multimedia data it could be more beneficial to
leave the actual payload unprotected or to provide different protection levels
in different parts of the data. This kind of method is usually referred as a
unequal error protection (UEP) and it is performed at the physical and ap-
plication level. The UEP schemes defined for video and audio de/coding, do
not however consider or be directly related with data transmission. In order to
transfer the multimedia data efficiently, also the link layer mechanisms should
provide competent error detection and protection in unequal manner by pro-
tecting the header information but leaving the video or audio payload itself
unprotected. We have considered new flexible and efficient solution for data
link layer error detection, which is closely related to upper layer (transport
and network layer) error detection mechanisms for multimedia data. The pro-
posed partial checksum solution is also used with the Multimedia Adaptation
Layer, which is defined with several simulation results in this paper.

We have introduced several improvements for the IEEE 802.11 carrier sense
multiple access (CSMA) medium access control (MAC) mechanism, in order
to support efficiently the multimedia transmission. These proposed features



include the arranging of partial checksum mechanism for multimedia data, a
new data frame format and identification mechanism for the variety of cross-
layer signals. Although the proposal is based on CSMA with collision avoid-
ance, similar mechanisms can be provided for any access mechanism with some
modifications.

In the IEEE 802.11 WLAN systems, the identification of the transmission
frame and setting the type of the frame is performed using the two byte
frame control (FC) field of the corresponding MAC-frame. We have enhanced
the TEEE 802.11 data frame structure with additional multimedia data frame
subtype, which is identified with FC field notation at the transmission frame
header. Using the FC field to identify the multimedia frame we can assure that
the MAC frame will be correctly identified at the receiver side and the proto-
col data unit is passed correctly also to the upper layer protocols. Introducing
only the subtype modifications, it is also possible to provide full backward
compatibility for the system with the original IEEE 802.11a/b/g standards.
Similar frame identification method is applied also for several cross-layer con-
trol signals and new MAC control frame types have been defined for those.

In order to support multimedia transmission and scalable video, modifications
has been made at MAC level transmission frame compared to the generic IEEE
802.11 frame structure. A new header field for checksum coverage area (CRC
length) has been included and the frame check sequence (FCS) field has been
moved to the MAC header part. The frame format for the the new multimedia
subtype is illustrated in Fig. 3.

In some cases with cross-layer system supporting the unequal error protection
(UEP) schemes, the length of the partial checksum needs to be defined dy-
namically. Thus, we have introduced both length and Frame Check Sequence
(FCS) fields at the frame header. With this kind of arrangement it is possible
to change the checksum coverage area and calculate the cyclic redundancy
check (CRC) for specified coverage area more easily than for example in the
case of the generic data frame structure. Since the coverage area is already
located on header part of transmission frame, the identification of header and
payload part of the transmission frame is easy at the receiver side. Since the
FCS field is included in header part it needs to be set always to zero before the
CRC calculation in order to avoid confusion in CRC check. At the transmitter
side the value of coverage area can be inherited from the upper-layer proto-
cols or it can be set static for each stream. Depending on the used upper-layer
protocol suite, we have defined several modes for coverage area, which can be
set per stream.

Since the channel is error-prone and the IPv6 does not include header error
detection mechanism, the header should be verified for errors as early as pos-
sible. Thus, the minimum coverage for the partial checksum at the link layer



level should include the transmission frame header and the IP header part
of the transmission frame payload. However, we suggest that the transport
layer header is included in the CRC check in multimedia transmission. Thus,
the length of the coverage depends on the used transport protocol. When us-
ing the RTP/UDP-Lite/IP header compression the minimum coverage area
depends on the size of the compressed header, and the checksum should al-
ways cover the both MAC header and the compressed upper layer headers.
For cross-layer information delivery the extra header, which is illustrated in
Fig.tefextraheader should be also included in CRC check.

4 Cross-layer Mechanisms for Scalable Video Transmission

In previous sections, we have defined a general architecture for cross-layer
wireless video transmission and different system blocks of the architecture
together with cross-layer information transmission techniques. While the pro-
posed architecture is general to be used together with several radios and video
codecs [22,23], we would like to present some special aspects related to scalable
video transmission utilizing the proposed architecture. The proposed architec-
ture can also be used with scalable video but due to different bitstream struc-
ture, some cross-layer mechanisms are realized slightly differently for scalable
video than for traditional non-scalable video. In this section, we will present
some novel cross-layer techniques for scalable video from the network aspect.

Our goal is to optimize video streaming performance in a network topology
that consists of wireless hops in addition to wired links. Optimization is en-
abled by performing source rate adaptation on a regular time interval for the
video stream at streaming server in the case of changing transmission capacity
of the system. More faster rate adaptation is implemented at the data link layer
allowing rapid reaction to channel state changes of the corresponding wireless
channel. Faster adaptation is based on prioritization of the most important
portions of the scalable video bitstream in the Multimedia Adaptation Layer
(MAL) so that the most important portion is transmitted first, and the rest
of the portions are then transmitted in decreasing order of importance. This
adaptation solution is useful especially in the case of scalable video stream.

4.1 Scalable extension to H.264/AVC

New scalable video coding standard is currently under standardization process
at the joint video team (JVT) of ISO/IEC MPEG and ITU-T VCEG stan-
dardization groups. Developed scalable video coding (SVC) standard will be
integrated as an extension to H.264/AVC [25] in the form of Annex G. The
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SVC extension to H.264/AVC adds signal-to-noise ratio (SNR) and spatial
scalabilities in addition to already existing temporal scalability, and therefore
expanding the use of H.264/AVC to several different application settings [12].
In SVC, scalability is achieved by taking advantage of the layered approach
already known from previous video coding standards e.g. MPEG-2, MPEG-4
and H.263. The difference between the scalability used in previous standards
and the one proposed by SVC is a more advanced inter and intra-layer pre-
diction of both texture and motion information.

Scalable video bitstream is usually divided into layers which are classified as
base layer and enhancement layer(s). This is also the case for the SVC. Infor-
mation from lower layers is used to remove the redundancy between different
layers. Consequently, the dependency between layers makes the prioritization
of different layers during transmission suitable. The importance and depen-
dency between the layers is important when adapting and protecting the bit-
stream on lower layers and it should be provided to the other system layers
using e.g. SSI information exchange. In the literature, the protection on lower
layers is usually achieved using forward error correction (FEC) on application
or physical layer [14,13]. Together with application layer FEC, H.264/SVC
which is an extension of the H.264/AVC, can be used in the proposed cross-
layer architecture eventhough the bit error resilience tools are not specified in
H.264/AVC and H.264/SVC [24]. Also, a sophisticated decoder can be used
to hide bit errors. Sophisticated decoder can utilize the correct data before
detected bit error and it can use error concealment techniques to conceal the
corrupted data. In this paper, we will concentrate more deeply on the cross-
layer adaptation of scalable video on different system layers and decoding
issues of erroneous scalable bitstream are not deeply investigated.

4.2  RTP Payload for SVC

A first criterion for the design of an RTP payload format for SVC is the
backwards compatibility to the payload format for H.264 [27]. A second design
aspect relates to the reuse of the Network Abstraction Layer (NAL) unit
header in the RTP payload header. The current specification of SVC defines
a NAL unit header of three bytes for SVC video data. This header includes
in addition to the first byte already incorporated in H.264 a second byte
with priority information and a flag for discardable streams and a third byte
including information about the index of the three scalability dimensions. The
SSI information concerning the importance of every NAL can be thus easily
integrated into the RTP header of SVC access unit and transmitted through
the protocol stack. The definition of NAL units containing H.264 video data
remains unchanged, which is especially a one byte NAL unit header mainly
containing the NAL unit type.
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The streaming servers can base their adaptation decisions on the SSI infor-
mation provided in the RTP payload header. Three approaches can be differ-
entiated. Simple algorithms can base their adaptation decision on the priority
(SSI) information provided in the second byte of the NAL unit header. The
higher the value, the less important is the related video packet and the more
likely will it be discarded from the bit-stream in case of bit-rate constraints.
The second option is the usage of the three scalability parameters included
in the third byte. More complex adaptation decisions can be realized, e.g.
the size of the video picture can be separately controlled. Most sophisticated
algorithms combine the first and the second approach realizing e.g. optimal
rate-distortion stream thinning by the implementation of so-called quality lay-
ers [28].

Using the RTP payload format for SVC, adaptation of the video stream can
also be done in the network using media-aware network elements, not only
at the server. The information for the adaptation decision is provided by NSI
(mainly RTCP feedback). NSI allows estimating the available data-rate in the
network and consequently controlling the adaptation decision (mainly video
bit-rate). The advantage of bit-stream adaptation in the network compared
to adaptation at the application level is a faster controlling of the data-rate.
Still the adaptation at application level is important in order to avoid sending
unnecessary video information.

4.8 Application Layer Controller for Scalable Video

To fully utilize the advances of the scalable video stream, adjustments to
the video stream are required. Preliminary adjustments for resolution, frame
rate and bit rate are made during the negotiation phase (e.g. with Session
Initiation protocol (SIP) or Real Time Streaming Protocol (RTSP)) but in
order to utilize changing transmission capacity more efficiently, adjustments
are needed also during the transmission. At the application layer, adjustments
to scalable video parameters should be made on regular time interval (e.g. one
second interval) but not too often in order to keep system more simple. Faster
adaptation should be made at lower layers of the wireless link for example on
link or physical layer. In this subsection we will concentrate on longer time
period controlling utilized on the application layer and we will discuss the
short time adaptation in the subsection 4.4.

We have selected to use a novel fuzzy logic-based controller at application layer
of the streaming server to adjust the bit rate and frame rate of the compressed
video according the cross-layer information available from the different OSI
system layers. Fuzzy controller sets bit rate and frame rate of the video at the
video sender by utilizing the SSI information provided by the RTP payload
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header of the packets. As input parameters, in addition to SSI information,
the proposed controller uses NSI information (RTCP statistics), previous con-
trol state information (current bit rate and frame rate) and CSI information
(estimate of the channel state in the form of signal-to-noise ratio (SNR)) as
additional cross-layer information from the physical layer. The control logic is
based on several fuzzy logic rules (54 rules) that model the different states of
the transmission system. Fuzzy combining is used to collect results from dif-
ferent rules and to provide output values for the bit rate and frame rate. The
controlling logic of the proposed controller can be summed using the following
rules:

e Try to increase the bit rate if the transmission conditions are good;

e If the transmission conditions changes suddenly, the bit rate has to be
changed more dramatically;

e Try to find a good compromise for bit rate and frame rate by utilizing
available feedback information;

e Try to find the maximum transmission capacity of the system and utilize it
efficiently.

In order to evaluate the proposed fuzzy logic-based controlling algorithm, we
have simulated a transmission of H.264/SVC video stream over wireless IP net-
work using a simulation platform which is based on the introduced PHOENIX
architecture. The simulation architecture includes simulation models for all
OSI system layers from the physical layer up to the application layer present
in IP based video communication networks. The scenario considered is video
transmission using RTP/UDP-Lite/IPv6 and WLAN radio with a maximum
bit rate of 12 Mb/s. The capacity of the channel is shared among several users
and only 2 Mb/s is considered for the user. Controlling of different system lay-
ers is done at one second interval which was chosen as a compromise between
the availability of the feedback information and the cost of regular updates.
Consistently, H.264/SVC video is encoded using group of pictures (GOP) with
length of 1s.

A non-selective block fading channel has been used to evaluate the perfor-
mance of the proposed controller. Foreman test sequence (CIF resolution,
duration 10 seconds) is transmitted through IPv6 network where the last hop
is considered wireless. Fig. 4 illustrates the adaptation capability of the pro-
posed controller and Fig. 5 represents the transmission conditions in terms of
wireless channel’s SNR and PLR of the system. As it can be seen from Fig. 4,
the controller adapts the transmission rate based on changing transmission
conditions presented in Fig. 5. When the state of the wireless channel and
packet loss rate (PLR) of the system changes quickly, the fuzzy logic algo-
rithm reacts on this by changing the rate of the sent video faster than in a
situation where the channel state changes slowly. If the channel state is good
and steady, the algorithm increases the bit rate moderately. The adaptation
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of frame rate during the same simulation was also studied. Selected frame rate
is illustrated in Fig. 5. As it can be seen from this figure, the proposed algo-
rithm changes the frame rate of the transmitted video according the changing
transmission conditions. The simulation scenario represents transmission of
video in highly varying wireless channel in order to validate the efficiency of
the proposed controlling algorithm. In steady state transmission conditions,
the algorithm tries to find the maximum transmission capacity of the system
available for certain user and utilize it efficiently which is the case during the
first 5 seconds.

4.4 Multimedia Adaptation Layer (MAL) for Scalable Video

The packet classification based on SSI-information utilization, can be per-
formed at the network (IP) level using Differentiated Services (DiffServ) DS
field. For wireless networks, including also layer 2 access points and switches,
which do not support layer 3 routing capabilities a lower level packet classifi-
cation should be used in addition to the TP level classification.

Based on the scalable video bitstream layer prioritization suitability, we pro-
pose a mechanism for adapting the video transmission to rapidly changing
wireless channel and network conditions above the link layer but after the
network layer. One of the main requirements for the architecture is to be gen-
eral enough to work with different access networks from IEEE 802.11 (WiF1i)
and TEEE 802.16 (WiMAX) to 3GPP and UMTS.

The data link layer MAL scheduling mechanism for scalable video is illus-
trated in Fig. 6. On the transmitter side, MAL consists of a packet classifier,
for classifying the incoming packets from IP-layer to queues based on frame
type or priority information provided by SSI information included in RTP
header; it also includes transmit and receive buffers, and the scheduler en-
gine. The scheduler engine takes advantage of CSI and NSI information in
transmission frame formation. Depending on the current channel and network
state the scheduling engine forms the data link frame from the available base
layer and enhancement layers video frames, which can be transmitted with
a certain level of assurance over the wireless network. The scheduling engine
also inserts a frame identifier to the data link frame, which is further utilized
at the receiver side to identify the incoming data frame format. The proposed
MAL architecture is required for fast adaptation to rapid channel and net-
work changes. The MAL solution is able to provide a medium access and
physical layer independent solution for efficient multimedia transmission for
the systems which are able to provide channel state information such as signal-
to-noise ratio and/or signal strength. The architecture can be easily deployed
e.g. with WiFi, WiMAX, and UMTS. For the WLAN, the MAL schedul-
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ing engine is enhanced to support also the MAC frame control identification.
The different SVC layers are marked in the FC field in order to improve the
scheduling and identification of the video frames. Thus, the MAL completes
the aforementioned MAC partial checksum mechanism and MAC cross-layer
information exchange functionalities for IEEE 802.11 standard family.

We simulated simple application scenario with NS-2 network simulator. The
scenario consisted two mobile nodes connected through WLAN access net-
work. The nodes were located on a planar field and used Dynamic Source
Routing (DSR) to discover each other and maintain connectivity. The first
node transmitted a 10-second H.264/SVC pre-encoded video stream of Fore-
man video clip (CIF resolution and encoded bitrate of 1000kb/s) with the
base layer and two enhancement layers. The transmitter had a large inter-
face buffer, which was well above the bandwidth-delay product in order to
avoid congestion losses. The buffers were configured as a flat drop-tail queues
without packet differentiation and as a priority queues (PriQ).

The following three transport methods were investigated.

e “SVC” — The H.264/SVC stream was transmitted over User Datagram Pro-
tocol (UDP) without any differentiation based on layered video coding.

e “SVC/PriQ” — Three different DiffServ codepoints (DSCP) were used in
marking the packets, with DSCP ”0” representing the base layer. Support
for the traffic prioritization (PriQ), no notification of packet drops and con-
nection loss.

e “SVC/MAL” — The MAL was added to the previous method in which the
packets went through a special treatment in queue management, channel
state information notifications.

The Fig. 7, represents the timeline of packet arrivals and packet drops in the
defined scenario for each of the listed transmission method. The upper dots
represents the arrived video packets for each video layer and the highlighted
dots below illustrates the dropped packets. As seen from Fig. 7 the SVC and
SVC/PriQQ methods perform quite similarly in terms of packet drops, whereas
SVC/MAL provides significantly less packet drops in overall due to the bit
rate adaptation. The improved channel utilization with SVC/MAL can be
seen also from the Fig. 8, which illustrates the throughput of SVC base layer.
In the Fig. 8, the throughput is illustrated with discrete peak values and
the 4 per moving average. As seen from the figure, the MAL clearly recovers
better from connection loss in sense of delivering most important i.e. layer 0
packets instantly when connection is restored. In [29] we have also compared
the MAL prioritization with constant bitrate traffic and simple priority queues.
Although the plain priority queues show only a little advantage compared to
the non-prioritizing transmission in the delivery of highest priority packets, it
can be assumed that the use of even simple priority queues will be more useful
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than the non-prioritizing transmission if there is more than just one video
transmission. The MAL shows some improvement already with single video
transmission and combining the short-term MAL prioritization with long-term
fuzzy logic based application controlling, the efficiency of video transmission
can improve increasingly with high traffic load.

5 Conclusions

In this paper we presented a novel PHOENIX architecture, which enhances
the cross-layer approach for multimedia transmission in all-IP environment.
Our cross-layer architecture proposal includes the complete transmission chain
from application layer source coding to wired and wireless channel models,
required cross-layer signaling mechanisms and full network functionality. For
cross-layer control information delivery, we have proposed several different
protocol solutions which are optimal in terms of network overhead caused
by them. At the protocol level we proposed several new enhancements for
standard solutions, such as link layer partial checksum, dynamic modifications
for transport level checksum and enhanced header compression mechanism for
optimizing the adaptive video transmission and for efficient transmitting of the
cross-layer information.

In order to deepen the PHOENIX cross-layer approach, we specified cross-layer
communication mechanisms in the case of scalable video coding. The proposed
mechanisms utilize the cross-layer information introduced by the PHOENIX
architecture. For the SVC cross-layer architecture we defined the fuzzy logic
based application controller mechanism, which is able to maintain efficiently
the data-rate and the perceived video quality for the video stream as high
as possible. We introduced also a new RTP payload format for SVC, which
supports the delivery of source significance and scalability information, and
makes the adaptation of video stream possible also at the network level. Fi-
nally, we proposed the Multimedia Adaptation Layer bitstream prioritization
mechanism for SVC in order to provide fast reaction for bitstream to channel
and network state during transmission. Simulation results for long-term fuzzy
controlling and short-term bitstream prioritization are presented and results
indicate efficient and improved adaptivity of the scalable video in varying
transmission conditions. The results indicate that gain can be achieved in
the usage of system resources when proposed cross-layer mechanisms together
with proposed signalling are used during the system design. Also, a usage of
the proposed mechanisms and signals do not require from service providers
to change their whole network infrastructure. This enables the usage of these
mechanisms also together with existing network solutions.
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Table 1

Solutions for cross-layer control signal transmission mechanisms

Control signal Suitable mechanism

Estimated overhead and comments

SSI IPv6 Hop-by-Hop and RTP for SVC | IPv6 overhead of few KBps and high|

synchronization with the stream

SRI IPv6 Hop-by-Hop or Destination

Overhead of few KBps and high syn-
chrnonization with the stream

CSI

ICMPv6

Overhead of less than 1 Kbyte/sec for|
CSI updating period up to 50 ms;
slight synchronization with the video
data

NSI

RTCP

Low overhead with suitable frequency
of 200 ms (less than 1 Kbyte/sec).

DRI/SAI

IPv6 packets

Very high bandwidth consuming (even
higher than the video data flow of a
fixed multiplying factor). These ontrol
signals should in practice be sent only|
when the wireless receiver is also the
data traffic destination
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Fig. 4. Received and sent (selected by the controller) bitrate versus time achieved
using the PHOENIX architecture.
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