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Abstract — In this paper, a backward compatible errorto provide

protection mechanism embedded into the H.264 (AVR/E)
syntax is described. It consists in the additioto ithe H.264
bitstream of supplementary network abstraction 1af¢AL)
units that contain forward error correction (FEC)ath
generated by a block error correction code. Theposed
mechanism allows to leave the original informatioits and
NAL units intact and does not rely on any siderimfation or
extra signalling coming from lower layers, ensurtmackward
compatibility with the standard syntax. Simulatioesults
obtained with Reed-Solomon and Low Density ParitgdR
error correcting codes show significant improvenseiot both
erroneous and lossy transmission channel configomat™.

Index Terms — joint source channel coding, error
correction, video compression, H.264/AVC, H.264/SVC
network abstraction layer (NAL), Reed-Solomon codes

I. INTRODUCTION

The H.264 standard, both in its non scalable (AQ)nd
in its more recent scalable version (SVC)|[2] haserb
established to offer
compared to previous video coding standards sucdheastill
widely used MPEG-2 one. The aim of the standaritimat
effort has been to establish a solution enabliagsmission of
more video (or of video of better quality) over diverse
conditions as Internet/LAN, TV broadcasting or nlebi
wireless networks.

To cope with the loss/error conditions that mayuncon

those various networks type, the H.264 video stahda

includes error resilience tools, such as picturgmemntation,
intra placement on various levels, reference péctglection,
data partitioning, flexible macroblock ordering [3]. These
tools may however remain insufficient to offer amdete
recovery of a corrupted stream, leading to degradddo
rendering when in presence of very erroneous tressson
conditions, such as the one occurring over wiretdgmnels.
Indeed, wireless channels rely on physical (PHYyela
protection by means of forward error correction CfEand
possible retransmissions (ARQ for Automatic Repe@uest)
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enhanced coding efficiency wh

reliable transmission over their uniaka
communication medium, but bandwidth limitationsegentual
real-time constraints can prevent the transmissiohe fully
reliable.

There have been different research efforts to @rmecthis
issue, in particular via the introduction of erresilient coding
mechanisms in the H.264 standard or via the usdge o
additional data transmission, by means of ARQ ané&®BC
above the physical layer. The first type of mechanconsists
in efficiently concealing the losses or errors dige the
transmission over the channel, by embedding of dseful for
error concealment into the video stream [4], oiirttglligently
encoding or decoding the stream [5][6]. Those apgies
however can only minimize the impact of the wirslebannel,
and not actually correct the errors or losses.

For a perfect or almost perfect rendering of tHerimation
transmitted, one needs to rely on the second type o
mechanism, namely the FEC and/or ARQ approachesd8&e
the original approach where application and radierew
considered directly connected, allowing varioudidations of
error correction codes applications after compogssand
ebefore transmission over the channel (e.g. in [@f finds in
the literature and recent standards solutions tatew the
protocol layers. Some rely on the introduction of
retransmissions (ARQ or hybrid-ARQ) at the datak lin
level [8][9], while other solutions propose to idiuce error
correcting capability in transport layer (as proetbby IETF
FecFrame [10] group or with RTP-FEC approaches such
as [11], or with the fountain codes AP-FEC approach
promoted by 3GPP [12][13]). A more general approach
belonging to the “joint source and channel codirigld,
which aims at finely adapting the transmitted cohtes well as
the protection applied to the considered source and
transmission conditions, has also been considerth
eventually a combination of FEC applied at highed #HY
levels [14]. Those different solutions show intéires
performance for multimedia delivery over erroneoudossy
channels, but present the drawback of requiringifications
below the application level, which may be difficutd
implement in real life if only for fear of backward

compatibility issues for already deployed networks.

In this paper, we propose to introduce error caizac
capability inside the video stream itself, transpdly to the
lower layers by embedding it in supplementary nekwo
abstraction layer units. This FEC capability inwiodd at the
emission side will allow an aware receiver to cotréhe



eventual losses and errors remaining after thestmagsion. As
such, the approach is valid first in the case akptlosses due
to packets drops in not reliable transport protecalich as
UDP, or due to timeout for more reliable ones sashTCP,
and second in the case of both packet losses anié efue to
partially CRC protected transport protocols suctUBé-Lite
and DCCP. Interestingly, this protection is notngport or
transmission channel dependent: it can be appliedifed or
wireless transmissions, and is compatible with arapsport
protocol. Furthermore, this protection can be agpleither
directly together with the compression operatioror (f
immediate or delayed transmission of the streangeoerated
later, as a separate operation, typically withitranscoder.
The interest of implementing the redundancy ineeriin a
transcoder module is that the operation can thepelslermed
both over pre-compressed streams, or on the fy pnoxy or
in a relay node if the transmission conditions ssitate it.
Similarly, the decoding process can be either emibdd
directly into the video decoder or performed byaams$decoder
module that performs the reverse operation to thestoder
one. For sake of simplicity, in the article we wdiscribe the
case where the operation is collocated to the cesspn and
decompression operations.

This paper is organised as follows: Section Il prgs first
the H.264 standard network abstraction layer osggdian and
its syntax, and describes the proposed new redogdsdAL
units syntax and their functionality. Section llktdils the
corresponding system processing for insertion dfindancy
to protect H.264 streams. Section |V then presethis
simulation conditions used and the correspondinguksition
results obtained. Finally some conclusions are draw
Section V and perspectives are presented.

Il. H.264 STANDARD NAL SYNTAX

A. NAL structure

H.264 has been designed to be as network indeptaden

possible. This is made possible by the introductioi
encapsulation by means of a network adaptatiorr IQyAL)

which contains the video coding layer (VCL), asistrated
by Figure 1. The VCL consists of the result of teenpression
engine, which is the compressed video data it3d¢ié NAL

adapts this video data to various network condstianith a
transport oriented approach.

NAL VCL

NAL 7
NAL 8
NAL 5
NAL 1
NAL ..

Sequence Parameter Set

Picture Parameter Set

(IDR) Coded Slice

(Inter) Coded Slice

Figure 1 — H.264 layer organization.

B. Inserting redundancy by means of supplementary
"redundancy” NAL units

The objective being to obtain a stream compliarth tle
H.264 specifications [1][2] after the insertiontbe redundant
information, in order to have any standard decasti#rdecode
the stream, it is necessary to first keep the waigidata
information untouched, and secondly to place tlodeation in
such a way a standard decoder will not try to pretrit. We
propose to reach this goal by:

e using systematic codes for FEC protection;
* inserting the redundancy into specific standard
compatible NAL units.

As a matter of fact, introducing redundancy datathia
stream by embedding it in specific NAL units willcav to
respect the H.264 video standard structure; whielma that
any standard compliant decoder will merely disaagdthe
supplementary information added for protection. F&are
decoders will on the contrary extract the redunglanc
information in order to obtain corrected usefuladat

Naturally, depending on the actual H.264 choice enie.
either H.264/AVC or H.264/SVC, the NAL unit defabikader
differs, which means that the implementation of fisllowing
mechanism must be attuned to the standard. Inaftenng,
we will detail the approach for H.264/AVC, with whi it has
been originally fully tested and validated. Nevel#iss, except
for the change of header (which is extended froenathe-byte
value in H.264 AVC to a four-bytes header including
identifications but also error indication and imjmce
information), the process of supplementary NAL sigirrying
redundancy information is identical.

In order to protect the carried information dat&, propose
to consider the case were several (N>=1) informatiata
NAL units are used to generate several (M>=1) rddany
NAL units. While the simple case of each uniqueinfation
data NAL unit being followed by a unique redundamiata
NAL unit is also being considered in our numericdults (see
Section V), only the more generic N/M case wilbal to deal
with bursts of losses or errors, but also will easthat the
overhead introduced by the supplementary NAL uisiteot
too costly when high rate protection is used.

As illustrated by Figure 2, the chosen data orgdiug is
based on a matrix, composed of a first part whicfilled line
by line with the information data of the N consieérvideo
NAL units, and a second part which is filled by tedundancy
information generated by reading the informatiortad&n
columns. This setting allows for a line/column fteaving of
the information data, the redundancy correspontbng given
information NAL unit being spread over up to M difént
redundancy NAL units.

In the case where block codes such as Reed-Solomon
codes [17] or Low Density Parity Check (LDPC) cofi3
are considered, the matrix row and column dimerssiare
respectively N' (with K’ lines corresponding to thM
information NAL units completed by eventual paddirend J,
whose value is determined by dividing the overiak ®f the N



video NAL units by the chosen code K’ value. Thér-EC
encoding operations are done, resulting in J*(Nj-¢fenerated
redundancy symbols that constitute the redundaaty t be
transmitted.
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Figure 2 — N/M redundancy matrix organisation.
This redundancy constitutes the pseudo VCL infoionabf

the supplementary redundancy NAL units, whose hsadest
then contain information allowing the decoder tgemerate

format (several can be considered, as illustrated
later),

e error protection code used (possibly an index from
a pre-defined table)

» additional (could be optional) information to allow
for differentiation of frames corresponding to
different matrixes€.qg.first video frame number)

* numbers of data and redundancy NAL units: N, M.

e position of the N data NAL units carried by the
matrix (this being stored in a (line, column)
address format corresponding to the beginning of
each NAL unit),

e position of the M redundancy NAL units in the
matrix (this being stored in a (line, column)
address format corresponding to the beginning of
each redundancy NAL unit),

* a checksum (CRC) covering the whole NAL unit
header

Based on this list, it has been observed in practibat
depending on the size of the considered matrixwais
interesting to either place in each of the M recumay NAL
unit the whole description information, or separdte
description information to reduce the cost in terofisused

the matrix even when some of the NAL units, whethd?its. The first solution, illustrated by the forn{aenoted type

information or redundancy ones, are lost.

C. Syntax for redundancy NAL units

‘01") and proposed in Figure 3, allows to easilyaldaith
potential NAL unit losses, as all position and dynisation
information are repeated in each redundancy NAIlt, unit

The proposed syntax for redundancy NAL units carrigeads to a prohibitive cost in terms of bit-ratéifis too large.

information necessary to allow the decoder to recahe
original N data NAL units. In particular, the pasit
indication information for each data NAL unit isopided, to
ensure that the redundancy NAL units can be exqladven if
one NAL unit is lost (meaning that in practicestge, varying
by nature, is also lost).

The proposed syntax, for a new NAL unit type thathave
in our system fixed to the value ‘30’ then contains

e Information on the type of redundancy NAL unit

Code and redundancy matrix

parameters data

Signalisation for the considered information

The second solution, proposed to reduce the nunatber
signalling bits, places the signalisation relative the

information data in a first NAL unit type (denotggbe ‘00'),

as illustrated by Figure 4, and then in each foihgw
redundancy NAL unit carrying the redundancy infotioma

place only the redundancy signalisation and pogsibl
reminder on the error protection code used, astitibed

by Figure 5, denoted type ‘10’.

Signalisation for the generated
redundancy

Start | Standard | naL Video Number

Used -
Red
Code NAL e code K N-K' J data of N video
(3to 4| header | 1ype (index) number data
fin

bytes) | (1 byte)} (1st one) NALs
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Figure 3 — N/M NAL unit 30 proposed format, type ‘Q".
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Figure 4 — N/M NAL unit 30 proposed format, type ‘@'.
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Figure 5 — N/M NAL unit 30 proposed format, type ‘10'.

For comparison purpose, and to evaluate the interfethe
interleaving matrix with respect to the header caist
introduces, we also considered a simplified 1/lecatere
each data NAL unit is directly followed by a redandy NAL
unit. As a consequence, the headers have in tlsis baen
reduced to the minimal information of start cod&ndard
NAL unit header and a very reduced extension irinlyicin
index for the used error correction code, the nundfethe
video data frame protected (for simple loss detegtand a
checksum, as illustrated by Figure 6.

NAL 31 specific

Start Code Standard NAL
header
(3 to 4 bytes) header (1 byte) (variable size)
Index for the used Video data frame C;cgum
error correction code | number (frame_num) (ex: 4 bits)
(ex: 4 to 8 bits) (ex: 4 bits) T

Figure 6 —Simplified syntax of the supplementary NA

unit in case of 1/1 redundancy insertion.

[ll. SYSTEM PROCESSING FOR INSERTION OF REDUNDANCY
AND PROTECTION OF H.264 STREAMS

As stated before, we will consider here the caseratthe
protection mechanism is applied together with thegression
process. Let us explain the proposed mechanisnts diathe
encoding and decoding side.

A. Encoding
Beside its traditional tasks, the video encodersakhe

information data i(e. the video data NAL units) and feeds

them into the systematic error correction encodegénerate
redundancy data, and then generates accordingbndeticy
NAL units headers accordingly to the format givem i
Section II.C, to produce the M redundancy NAL unithe
process is detailed in Figure 7.

B. Decoding

Beside performing its traditional tasks, the viddecoder
aware of possible redundancy NAL units presents klsks
for such supplementary information. As detailedrigure 8,
the decoder first reeds NAL units in the bitstreand store
them into its NAL units buffer up until finding a&dundancy
NAL unit, or reaching the buffer maximal size (tope with
possible losses of NAL units or temporary absende
redundancy NAL units). With the first redundancy INAnit
received, the signalling information present in AL unit
header allows to create the matrix at the decodidg, and
then to launch the process of fetching all redungaNAL
units and corresponding bits. The redundancy degodi

operation is performed when last redundancy NALt usi
received (or a data information NAL unit, which thieads to
detecting loss of last(s) redundancy NAL unit agaldis to loss
of NAL unit processing step), allowing to generate

corrected information data, which is then used pidate the
data information NAL units, that are then sendhe $tandard
video decoder.

[ Read information data

Encode one NAL

[ Store the NAL into matrix ]

no

nd of GOP
or max NAL number
reached?

yes

X
Compute headers
redundancy parameters
(wrt matrix structure)
T
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¥

Generate the redundancy
NALs and output them
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redundancy NAL (M)
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1
[ Output redundancy NAL units |

Figure 7 — N/M redundancy encoding process.
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IV. NUMERICAL RESULTS

A. Considered FEC codes and transmission channel

The generation of the redundancy carried by
supplementary NAL units of type is obtained througnor
correction codes, whose role is to provide forwandlor
correction capabilities in error prone environmemgferent
families of codes exist, that can be more attureeértor or
loss corrections, adapted to random impairmentwsty
channels, or also more efficient for shorter orglensizes of
code blocks. The choice of the used error correatimde will
consequently have to be made with
characteristics of both the data to be transmitied the
transmission channel. The approach proposed in phfer
was consequently made generic, to allow application
various error correction codes, with the limitatioh them
needing to be systematic, to ensure that the irdtiam NAL
units are transmitted unmodified. In our tests simeulations,
we chose two different error correction codes hasitate th
versatility of our solution. The first and primagxample
considered is one of the most well-known family exfor
correction codes: Reed-Solomon (RS) codes [17]; ®atois
Field GF(?) to easily manipulate bytes. The codes will
referred to as RS(N’,K’) in the following, where N8 the
codewords symbol length and K’ the number of infation
symbols. The second example considered is the yadfil
LDPC codes [18], built according to the progressadge
growth (PEG) algorithm [19]. Both RS and LDPC codes
applied in the following to any K’ bytes of the wgppart of
the redundancy matrix to generate the N'-K’ redunayebytes,
that will then be used to generate the data partthef
supplementary NAL units, as illustrated in Figure 2

It is interesting to point out that the FEC apptoaan be used
in conjunction with exiting robustness enhancentechniques
already foreseen or used for H.264. Typically, eregundant
slices, that are different from our supplementdiges in the
sense where they operate duplication operatiortsnaterror
correction, can be protected with the NAL unit ty{3®'.
Similarly, the FEC can be used
concealment techniques [15][16] to deal
remaining errors by concealing them.

B. Backward compatibility compliance tests

One of the interest of the presented approach as the
redundancy information is inserted in standard N#uits,
using reserved numbers. As a consequence, an lde&t@ter
that is not aware of the possibility to use theurethncy
information contained in the supplementary NAL snir that
does not wish to use it (for instance due to coriple
limitations considerations) will be in principle lelto discard
the supplementary packets and decode the stream.

To validate in practice the backward compatibilda§ our

respect to the

in conjunction wit i # o .
with pdesibcalendar and “Hall Monitor’. In order to proposeirf

reference we selected is another well-known and-weeld
decoder of the online community: ffmeg (in its &teurrent
version, ffmpeg-0.5), which include resilience ®olvhich

thenay try to interpret the supplementary NAL units.

TABLE |
BACKWARD COMPATIBILITY TESTS FOR H.264 REDUNDANCY ENHANCED
STREAMS.
PSNR PSNR PSNR
. after
Considered sequence after after decoding
(including considered Reed-  decoding decoding .
i ) with error
Solomon code) with JM with correcting
16.2 ffmpeg 0.5 IM 12.1
Foreman QCIF, 128 kbps with 32.30 32.30 32.30
an RS code (128,64)
Mobile QCIF, 255 kbps 30.93 30.93 30.93
with an RS code (255,232)
Hall Monitor QCIF, 128 kbps 39.91 39.91 39.91
with an RS code (255,250)
Akiyo QCIF, 128 kbps 43.34 43.34 43.34
with an RS code (255,250)
Foreman CIF, 512 kbps 35.17 35.17 35.17
with an RS code (255,232)
Mobile CIF, 2048 kbps 29.89 29.89 29.89
with an RS code (128,64)
HallMonitor CIF, 512 kbps 38.23 38.23 38.23
be yith an RS code (255,232)
Akiyo CIF, 255 kbps 41.06 41.06 41.06

with an RS code (255,250)

Simulations have been done with four different 1TU-
reference sequences: ‘Foreman’, ‘Akiyo’, ‘Mobile I@zdar’
and “Hall Monitor’, and using different Reed-Solomoodes,
as detailed in Table 1. The results of this tabgich presents
the obtained PSNR for sequences including redurydbidd.
units show that no difference can be observed letvibe
three decoders in absence of perturbation. The dmpé
inserting redundancy by means of specific NAL unis
consequently null in terms of backward compatipilit

C. H.264/AVC tests

Again, simulations have been done with the fourfedént
HTU-T reference sequences: ‘Foreman’, ‘Akiyo’, ‘Mtb

comparaisons, the different simulations were syatieally
done for the same overall throughput for compres§ed
mono-slice mode) and protected video. On the dblaed, in
order to offer diversity, various compression ratesd
temporal and spatial resolutions were considerduahileBly,
two types of channel models have been considered,
corresponding to either packet losses or errorg. firkt is a
packet erasure channel (PEC), working at the NAIL lexnel,
that emulates losses over wired channel as Intemeaused
by an imperfect wireless channel. The second isinary
symmetric channel (BSC) corresponding to the caserevthe
different protocol layers interconnecting applioatiand radio

system, we have decided to test this capacity tip skare accepting bit errors thanks to partially CROtgeted

supplementary NAL units, and for that have seledwd
different decoders beside our own modified decodsrour
decoder, is based on the H.264 verification modakion
12.1, the first reference decoder we chose is tinect latest
version of the verification model (JM 16.2). Thecsed

transport and data link protocols. The results e
in Figure 10 to Figure 15 have been obtained witGIFQ
(176x144 pixels) spatial resolution considered B4 with
I,P1, format and CIF (352x288 pixels) spatial resolution
considered at 30 Hz with;R,y format. Total throughput



(including redundancy) for QCIF sequences was ®et
128 kb/s except for ‘Mobile Calendar’ which useds2®/s.
Total throughput for CIF sequences was 512 kb/®ixfor
‘Mobile Calendar’ which used 2048 kb/s and ‘Akiyahich
used 255 kb/s. Finally, the comparison presentdedgare 16
has been made with QCIF spatial resolution at 30 with

even by a very low redundancy. Typically, over tREC
channel, introducing protection with an RS(255,232de
allows to combat easily up to 5% loss rate, atoatnmo
degradation of the original image.

Similarly, over the BSC channels, we see that a(2&5250)
code, which introduces less than 5% of redundah®ady

I,P, format, for an overall throughput of 128 kb/s forallows to gain noticeably. However, it is interagtito note
‘Foreman’ sequence and 255 kb/s for ‘Mobile Calehdathat pursuing always greater redundancy level isalveays the
sequence. Beside Reed-Solomon codes, we also here kbest choice: typically the performance obtainedhwihe

using, in the case of the BSC channel, an irreduUd#?C code
of rate 1/2, operating over 512 input bite, with K’'=64 and
N’=128. This irregular LDPC code has been designith the

RS(128,120) code will tend to be more interesti@ntthe one
obtained with the RS(232,255) over the BSC chamviedn
one considered the actual region of interest of RShamely

PEG algorithm [19] using a maximal degree of 15y ouor values above 25 or 30 dB. This necessary balaan be

purpose being to favour the frame error rate whichof
interest in our application, rather than the biberate. Figure
9 presents the bit and frame error rate performancees of
the obtained LDPC code over an Additive White Geuss
Noise (AWGN) channel, for a maximal of 80 iteraso(in
practice an average of 9 iterations are sufficierthe bottom
of the waterfall region,e. after 2 dB).
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Figure 9 — Error Rate performance curves for the
considered (128,64) irregular LDPC code.
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Figure 10 — PSNR evolution for ‘Foreman’ sequenceni
CIF resolution over a packet erasure channel for dierent
protection levels with RS codes.

When considering the different curves presenteiganre 10
to Figure 14, one clearly see appear differentsavezere the
optimal protection level differs. In all cases, wéither packet
erasure channel (PEC) or binary symmetric charihegn be
observed that almost perfect channels will be grestiped

explained by two reasons: first, as the global ubhput is
kept constant, using an higher redundancy rate i@ pio
compress more the original data, and consequemtiegrade
the maximal quality attainable. This explains whyeary high
signal to noise ratio (SNR) the unprotected curedgoms the
best. The second reason is less obvious: simutati@ve
shown that for lower SNR, the strong PSNR degradati
comes from the fact that redundancy NAL units he#&lmore
often corrupted (corruption detected by the heatlecksum),
leading to the impossibility to use the redundainégrmation.
For that reason, increasing exaggeratedly the d=hay will
not help in the proposed framework.

This issue disappears in the case where the NALhgziders
are protected, as could for instance be achieveshwising
length variable transport checksums (with UDP-Igtetocol
for instance) with an RTP packetization taking oalgingle
NAL unit per RTP packet. Figure 15 illustrates teffect, and
shows that when the redundancy NAL unit is not woted,
the correct decoding occurs even in presence ofichmmore
degraded channel (up to 6 dB earlier in terms ainadel
SNR). In such a case, it becomes interesting tisage error
correction codes operation with protection ratetgethan the
Reed-Solomon traditional range, for instance LDR&tles
which are known to perform well for correction s low as
1/2 or 1/3. Figure 15-(b) shows results obtaineth \&i LDPC
redundancy NAL units using the aforementioned (628,
irregular LDPC code, showing an improvement dueth®
better performance of the LDPC of about 1.5 dB Siin
compared to the usage of an (128,64) RS code.
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Figure 11 — PSNR evolution for ‘Foreman’ and ‘Akyid sequences in QCIF resolution over BSC channel fatfifferent
protection levels with RS codes.
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Figure 12 — PSNR evolution for ‘HallMonitor’ and ‘M obile Calendar’ sequences in QCIF resolution over 8C channel
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Figure 13 — PSNR evolution for ‘Foreman’ and ‘Akyid sequences in CIF resolutions over BSC channel fatifferent
protection levels with RS codes.
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Figure 14 — PSNR evolution for ‘HallMonitor’ and ‘M obile Calendar’'sequences in CIF resolution over BS€hannel for
different protection levels with RS codes.
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Figure 15 — PSNR evolution for ‘Mobile Calendar’ squence in CIF resolution and ‘Foreman’ sequence iQCIF
resolution over BSC channel for different protectiom levels (RS or LDPC codes) and redundancy NAL uniheaders
protected.
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Figure 16 — Comparing 1/1 and N/M redundancy approeh performance for ‘Foreman’ and ‘Mobile’ QCIF sequence

with RS(128,120) protection, BSC channel.

In all cases, one see appear different areas ichwthe
optimal level of protection varies. When having eedback
link able to transmit the channel state quality tae
transmission side, simple rules could be appliecllow an
optimisation of the approach. For instance, QClgusaces
over a BSC channel could follow this simple rule:
« for BER<5.10° use RS (255,250) FEC code
« for BER>5.10° use RS (128,120) FEC code

This very simple unequal error protection approadh time
could also be broadened by taking into accounttype of
slices present in the matrix: more bandwidth cdadcprovided
for one matrix containing high importance frameshilev
another matrix with less important frames could rbere
compressed or less protected to recover the prelyimver-
used bitrate. Interestingly, it should be noted tha capability
to change the FEC protection in time is not limitecchange
the coding rate: the decoding process detaileceati@ 111.B
making sure to check for each new redundancy NALL the
used code (with the used code index) and its pdeamet is
also possible to change in the middle of a sequtreé/pe of
protection, typically going from a low protectioavel with
Reed-Solomon codes to a higher protection leveh WiDPC
codes.

Finally, the results presented in Figure 16 allowampare the
performance obtained with 1/1 and N/M configurasioagain
in the case of a BSC channel. One finds that aealile gap

is observed in favor to N/M approach when errobpliality is
larger than 10. In practice, it is between f@nd 6.1 to 10
that the largest additional gain is observed whke tN/M
method, ranging from 2 to 7 dB over the BSC, whigdtifies
the interest of the N/M approach.

D. H.264/SVC tests

As mentioned in Section I.B, one of the interest the
proposed approach is its validity for the scalabigension of
the H.264 standard [2].

To illustrate this, and demonstrate the interest cofr
protection embedding approach, we have tested ysiers
with the ‘Foreman’ sequence encoded in SVC formih w
three layers corresponding to QCIF, 15Hz for thseblayer,
CIF, 15Hz with additional enhancement layer 1 ar#, GO
Hz with additional enhancement layer 2. Due toutbe/ low
resistance to errors of the current SVC verifiaatimodel
(called JSVM), we have chosen to report in Tablth@d
decoding success probability of the complete streart
resolution) in three configurations: without Reeale®non
protection (here using an RS(128,120) code), witedr
Solomon protection as detailed in Section Ill.A dklly
with Reed-Solomon protection with redundancy NALitun
header uncorrupted. One observes with the Reed¥®olo
code protection a very good decoding rate up t&R Bf 10°,
to be compared with a necessity of almost perféennel
when the scalable decoder is used alone. Wherethendancy



NAL unit header is protected, one can go up tcehior rates
of 10* with 71% chances of decoding success, with is
becoming really interesting over error prone chéne

TABLE Il
PROBABILITY OF DECODING SUCCESS FOR ‘FOREMAN’ SVC ENCODED
SEQUENCE (THREE LAYERS ) OVER A BSC CHANNEL .

Decoding
. Decoding probability
Decoding o h
SNR probability pr_obablllty with Reed-
on Observed without Reed- with Reed- Solomon RS
the BER Solomon Solomon RS (128,120)
BSC encodin (128,120) encoding and
9 encoding header
protection
5 5.10° 0% 0% 0%
6.5 10° 0% 0% 0%
75 5.10% 0% 0% 14 %
8 10* 0% 1% 71%
9.5 10° 0% 93 % 100 %
10 5.10° 5% 99 % 100 %
11 107 71 % 100 % 100 %

This paper proposes a backward compatible mechatosm

V. CONCLUSIONS

embed error protection inside H.264 (AVC or SVQkatns.

The

introduced solution relies on the

supplementary network abstraction layer units thatry

redundancy information generated by a systematiorer

correction code. The proposed syntax for theselsommtary

NAL units is presented, together with tests restdtgied out
with different error correcting codes (Reed-Solorsoi.DPC

codes) for H.264 AVC and H.264 SVC video strearhst t
show a noticeable performance gain for the videmnder over
lossy or erroneous channels.

The possible use of this approach to realise agualesrror

protection over time-varying channels has also heeainted

out. Further investigations on this point and ngeaerally the
usage of this standard compatible FEC featuredrcémtext of

adaptive schemes are foreseen.
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